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Abstract: This paper presents a case study on the ethical issues that relate to the use of Smart Information Systems (SIS) in predictive risk intelligence. The case study is based on a company that is using SIS to provide predictive risk intelligence in supply chain management (SCM), insurance, finance and sustainability. The paper covers an assessment of how the company recognises ethical concerns related to SIS and the ways it deals with them. Data was collected through a document review and two in-depth semi-structured interviews. Results from the case study indicate that the main ethical concerns with the use of SIS in predictive risk intelligence include protection of the data being used in predicting risk, data privacy and consent from those whose data has been collected from data providers such as social media sites. Also, there are issues relating to the transparency and accountability of processes used in predictive intelligence. The interviews highlighted the issue of bias in using the SIS for making predictions for specific target clients. The last ethical issue was related to trust and accuracy of the predictions of the SIS. In response to these issues, the company has put in place different mechanisms to ensure responsible innovation through what it calls Responsible Data Science. Under Responsible Data Science, the identified ethical issues are addressed by following a code of ethics, engaging with stakeholders and ethics committees. This paper is important because it provides lessons for the responsible implementation of SIS in industry, particularly for start-ups. The paper acknowledges ethical issues with the use of SIS in predictive risk intelligence and suggests that ethics should be a central consideration for companies and individuals developing SIS to create meaningful positive change for society.
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Introduction

The use of predictive risk intelligence through the combination of Artificial Intelligence (AI) and Big Data is reaching new horizons, alternatively known as smart information systems (SIS). SIS are widely used to provide intelligence in many areas predicting risk, such as supply chain management (SCM) (Bendoly, 2016), sustainability (Kant & Sangwan, 2015), medicine (Williams et al., 2018), finance (Xia, Liu, & Chen, 2013) and insurance (Baecke & Bocca, 2017). All these approaches involve the use of advanced machine learning techniques that integrate data to deliver predictions of risks affecting the critical elements of enterprises and communities.

One company that is developing such risk intelligence is Prewave. Prewave is an AI spin-off that was created at the Vienna University of Technology through seed financing and investment from IST Cube. IST Cube is a new incubator and accelerator based at the Institute of Science and Technology in Austria, and Pioneer Ventures (TU Wien 2018). Prewave came about as a result of five years of intensive machine-learning research at the university (TU Wien 2018). Prewave’s technology aimed to develop an approach towards risk intelligence and management through the use of social media, news data, and supply-chain data and AI.

SIS technologies are advancing at a remarkable rate, and this may lead to many beneficial applications, such as predictive analytics. Harnessing this advancement, Prewave uses SIS to suggest predictive risk intelligence for improvements in areas such as supply chain management (SCM), insurance, and finance (WeXelerate 2018). However, the use of such technologies come with some ethical concerns such as data privacy, integrity, transparency and fairness, bias and the accuracy of predictive intelligence. Using Prewave as a case study, this paper addresses the research question: how do organisations working with predictive risk intelligence perceive ethical concerns related to SIS and in what ways do they deal with them? To address this research question, data were collected through a literature review, two semi-structured interviews with participants from Prewave, and a review of their website and the company’s case studies.
The paper presents a review of the current use of SIS in predictive risk intelligence. This is then followed by a discussion of a range of ethical issues surrounding the use and implementation of SIS in predictive risk intelligence. Further, the paper describes Prewave and outlines the objectives of using SIS in the organisation. It also discusses the effectiveness of SIS used in Prewave, before considering the impact of such systems on the organisation. Furthermore, the paper presents ethical issues that were identified in the use of SIS at Prewave. Following the identification of ethical issues, the paper presents remedial actions that are used to recognise and address ethical issues in the company. This paper contributes to the understanding of ethical issues when using SIS in predictive risk intelligence and supports the discourse that is aimed at addressing those issues.

The use of SIS in Predictive Risk Intelligence

The use of SIS in predictive risk intelligence is based on models that are developed using non-conventional approaches such as artificial neural networks¹ and support vector regression² (Kant & Sangwan, 2015). Such predictive analytical models can be used to identify both long- and short-term risks. Predictive risk intelligence is gaining ground because it leads to better allocation of resources, targeted prevention strategies, and improved decision support (Torous et al., 2018). To this effect, new statistical methods are being developed to optimally utilise existing data and make the most accurate predictions about risk (Kant & Sangwan, 2015; Torous et al., 2018).

Key to the use of SIS in predictive intelligence is machine learning. Machine learning is an AI approach to make predictions by learning from existing data instead of requiring additional programming (Cohen, Amarasingham, Shah, Xie, & Lo, 2014). Machine learning utilises modern computing and mathematical algorithms to build models based on available data sets, in which the model itself can improve with experience (Torous et al., 2018). Using machine learning, SIS are capable of recognising complex combinations of variables that reliably predict an outcome (Hall & Pesenti, 2017; Williams et al., 2018). SIS employs machine learning to analyse large, heterogeneous data sets that are then used to predict outcomes for a wide range of eventualities, including risk. For instance, the

---

¹An artificial neural network (ANN) is an implied model of the biological neuron to make decisions and conclusions by simulating the human brain’s work (Bryant and Frigaard, 2006)

²Support Vector Regression (SVR) is a tool from machine learning that can build a regression model on historical time series data for the purpose of predicting future trends (Xia, Liu, & Chen, 2013)
modelling and predictive capabilities of SIS can be applied in industry and communities, which promotes efficiency and effectiveness of decision-making (Bentley et al., 2018).

The current generation of SIS is particularly suited for augmenting or automating tasks that involve at least some broadly defined predictive function. These cover a wide range of tasks, occupations and industries, from driving a car (predicting the correct direction to turn the steering wheel), diagnosing diseases (predicting its cause), to recommending a product (predicting what the customer will like), or writing a song (predicting which note sequence will be most popular) (Brynjolfsson, Rock, & Syverson, 2017).

**Predictive Risk Intelligence in Supply Chain Management (SCM)**

At the core of the use of SIS in predictive risk intelligence in supply chain management (SCM) is Big Data. The use of SIS carries with it the opportunity to change the SCM design and day-to-day decision-making. Thus, SIS are used to provide predictive intelligence through a range of techniques, resources, tools, and applications, ranging from baseline statistical analyses to advanced simulations (Waller & Fawcett, 2013). This growing combination of resources, tools, and applications has significant effects in the field of supply chain management. Some of the effects include improving forecasting accuracy, reducing costs and gaining better contextual intelligence across supply chain operations, which translate into lower costs and quicker response times to customers (Jeble et al., 2018; Waller & Fawcett, 2013).

SIS are also used to revolutionise supply chain dynamics through data sets, new methods of data science and new applications in the form of predictive analytics (Bendoly, 2016). Some of the methods that are used in SCM predictive analysis harness the potential of social media to provide large datasets (Singh, Shukla, & Mishra, 2018). Using social media in predictive analytics in SCM is prevalent. For instance, SIS are used for data capture at multiple points in the supply chain process in order to determine risks and opportunities. These data may be consumer sentiment data resulting from Tweets, Likes, and product reviews on websites (Singh et al., 2018; Waller & Fawcett, 2013).

**Predictive Risk Intelligence in Insurance**

Machine learning (ML) algorithms promise advancements in insurance risk management. Advances in computational power, the increasing amount of available risk data and the quality of data collected have helped SIS develop further when it comes to predicting risk and can, therefore, help in insurance decision-making processes (Baecke & Bocca, 2017). As is the case with other areas where SIS is used for predictive risk intelligence, the ad-
Advances in SIS technologies allow ML algorithms to learn patterns in data which are indiscernible to human eyes and predict future risks (Jordan & Mitchell, 2015). For instance, SIS based on these algorithms can automate an expert insurance analyst’s work, make routine decisions independently and raise problematic cases for review. As a result of such use of SIS in insurance, valuable expert time can be allocated where it is most needed while keeping the risk assessment up-to-date and available for all of its users. Automatic credit risk scoring systems, based on ML algorithms, are behind most current credit decisions and aid in calculating insurance premiums to cover different types of credit based on the risk of defaulting payment (Louzada, Ara, & Fernandes, 2016).

Predictive Risk Intelligence in Finance

In finance, SIS plays a significant role in predicting risks and future trends in the financial market, and in support of decision-making in trading financial instruments such as stock (Coyne, Madiraju, & Coelho, 2017; Fischer & Krauss, 2018; Geng, Bose, & Chen, 2015). Stock market prices are volatile. Wang et al. (2016) suggest that SIS can be used to make predictions in the stock market. It also serves as an early recommendation system for short-term investors and an early financial distress warning system for long-term shareholders. The predictions are made using price data to predict market index direction and stock price direction, and highlight risks and opportunities within the financial market (Fischer & Krauss, 2018; Geng et al., 2015). Therefore, SIS is also used by business owners, investors and policymakers alike to speculate on risks and trading trends (Coyne et al., 2017; Xia et al., 2013). For instance, investors and consumers use social media to share their thoughts and opinions, which creates a large amount of data that can be used for predictions. An example is StocKTwits3, which is a social media platform used by investors to share information on stock trading (Coyne et al., 2017). Using SIS, such information is employed to understand and predict individual stock prices and determine risks associated with the stocks.

Predictive Risk Intelligence in Medicine

There is a growing use of SIS in predictive risk intelligence in medicine. For instance, rapid progress has been made in clinical analytics-techniques for analysing large quantities of data and gleaning new insights from that analysis to identify and manage high risk and high-cost patients (Bates, Saria, Ohno-Machado, Shah, & Escobar, 2014; Hamet

3https://stocktwits.com/
There are several opportunities to use SIS to reduce the costs of health care and to help identify high-risk patients, such as those at risk of cardiac arrest (Cohen et al., 2014; Petersen, 2018; Williams et al., 2018). Also, models based on ML can instantaneously consider the risk of all patients in a hospital and their individual therapeutic preferences (Cohen et al., 2014).

Predictive Risk Intelligence in Sustainability

Although progress with the use of SIS has largely been limited to areas such as medicine and finance (Keeso, 2015), there is a pressing need to integrate SIS within sustainability. Sustainability (environmental, social and commercial) is an emerging area for SIS applications. For example, some emphasise the need for SIS in the promotion of sustainability to attain business and strategic benefits (Hazen, Skipper, & Boone, 2016; Mani, Delgado, Hazen, & Patel, 2017). Hazen et al. (2016) and Mani et al. (2017) support the need for techniques that can process a large volume of data to gain actionable insights into environmental, social and economic sustainability.

Using SIS to generate insights at both strategic and operational levels is considered crucial for sustainability. Particularly in the supply chain’s operation-planning phase, SIS have been used widely to solve problems with procurement, inventory, and logistics (Hazen et al., 2016; Wang, Gunasekaran, Ngai, & Papadopoulos, 2016). Hazen et al. (2016) and Wang et al. (2016) further suggest that the use of SIS analytics can help predict and avert risks but also create innovative resources which can deliver strategic advantage and sustainability.

Correspondingly, a study by Chopra and Sodhi (2014) showed that the use of SIS in supply chain risk management could avert potential disruptions and help in rapid recovery from disruption. Such disruptions in the supply chain may be caused by various risks, including material flow risk, information flow risk and financial flow risk (Chopra & Sodhi, 2014).

In this section, several areas of the use of SIS in predictive risk intelligence were discussed to provide a picture of the state-of-the-art. Despite these positive uses of SIS in predictive risk intelligence, there are related ethical issues, which will be covered in the following section.

Ethical Issues with SIS in Predictive Risk Intelligence

The use of SIS in predictive risk intelligence raises several ethical issues. During background research into the ethical issues of using SIS in predictive risk intelligence, a num-
ber of sources were used. These sources included journals such as Science and the International Data Privacy Law journal. Also, insights were derived from proceedings from conferences such as International Conferences for Internet Technology and Secured Transactions to further understand the ethical issues with SIS technologies. In coming up with relevant literature, a broad search of keywords using different variations was conducted in databases such as Google Scholar and Scopus. After reviewing these articles, some ethical concerns with the use of SIS in predictive intelligence such as security and privacy, integrity, transparency and algorithmic bias were established (see Figure 1).

Figure 1: Ethical Issues with the Use of SIS in Predictive Risk Intelligence

Security and Privacy Concerns
Ideally, predictive analytics or predictive intelligence involves linking data from multiple sources with social data to identify trends and provide insights for decision-making. With many new sources of data becoming available, such as data from social media applications, aggregating these data sources to achieve predictive analytics raises privacy concerns and requires new ways to preserve privacy (Bates et al., 2014; Petersen, 2018).
Several of the concerns, such as automated spear phishing\(^4\) and personalised propaganda\(^5\), rely on the owners of SIS gaining unauthorised access to personal information about individuals. The risks posed by the use of SIS to security and privacy are exacerbated by poor threat-detection methods that misclassify malicious threats as benign, fail to detect key provocations or involve authentication mechanisms capable of misidentification and misinformation due to data misuse (Gupta, 2018; Eric Horvitz, 2017).

One example that highlighted some of the privacy concerns with SIS was the Cambridge Analytica-Facebook scandal. In 2016 Cambridge Analytica was involved in creating advantages for candidates in elections in the United States of America (USA) and the United Kingdom (UK). Cambridge Analytica, in conjunction with Facebook, was at the centre of harvesting and using personal data to influence the outcome of the US 2016 presidential election and the 2016 UK Brexit referendum. Cambridge Analytica used Big Data and advanced ML techniques to provide a full suite of services to enable highly targeted marketing and political campaigning, which raised concerns with regards to the privacy of those whose data had been accessed (Gupta, 2018; Isaak & Hanna, 2018).

**Integrity**

Another ethical issue with predictive risk intelligence relates to a lack of integrity when designing or using algorithms. For many companies, revealing certain information would have a knock-on effect on their business. Therefore, they may compromise the integrity of their processes in order to save their business (Hacker, 2018). There is a potential for an imbalance between a business’s interests and its moral obligations to other stakeholders. For instance, a company may propose a prediction that may improve particular social conditions around the world, but it may be unclear about its social obligations and to whom it is accountable. In a case where a company’s client uses morally unacceptable practices such as discriminatory profiling, there is a much higher likelihood of risk to the company which offers the predictive intelligence if this information is revealed, and so algorithms could be intentionally designed to ignore the practice (TU Wien, 2018).

**Transparency and Fairness of Automated Decision-making**

\[^4\] The fraudulent practice of sending emails from a known or trusted sender to induce targeted individuals or organisations to reveal sensitive information

\[^5\] Information, especially of a biased or misleading nature, that is not objective and is used to influence an agenda or point of view.
A further concern with the use of AI in predictive risk intelligence is the transparency and fairness of the algorithms used with the intelligence (Wachter, Mittelstadt, & Floridi, 2017b). According to Wachter et al. (2017), this concern arises because SIS use complex and opaque algorithmic mechanisms that can have many unintended and unexpected effects. When it comes to transparency and fairness in the automated decision-making process, such as predictive risk intelligence, users or clients only get a limited idea of why a decision has been made in a certain way, which does not mean the decision is justified or legitimate (Wachter, Mittelstadt, & Floridi, 2017a).

Some scholars, such as Hacker (2018), Horvitz and Mulligan, (2015) and Meira (2017), affirm that when it comes to the use of SIS in making decisions, for instance around risk, there may be a lack of transparency around what data is being used to train decision-making algorithms in the first place. A real-life example of such issues is the case of the Wonga payday lender in the United Kingdom. Wonga obscurely used more than 7,000 data points to assess how likely applicants were to default on a loan (Katwala, 2018).

The Wonga Case: Use of Leaky Data

Wonga was the most high profile and controversial payday lender in the UK which used technologically advanced AI and Big Data techniques to automatically sorting through over 7,000 different data points, to sort borrowers who will repay from those who will not, based on its distinctive method of credit assessment.

According to Joe Deville’s study published in Charisma on Consumer Marketing Studies, Wonga was using a variety of leaked data on credit scores, IP addresses, type of browser and time of the day the application is made and applicant News feed on Facebook to predict if a borrower would default. However, it is was not transparent how calculations were made to come up with the predictions. More information can be found via, [link](http://www.charisma-network.net/finance/leaky-data-how-wonga-makes-lending-decisions)

Algorithmic Bias

There are also concerns about the reliability of using AI in making predictions. For example, AI can learn bias and prejudicial values when they are present within the dataset, leading to unfair or inaccurate predictions (Barocas & Selbst, 2016; Crawford & Calo, 2016). A lack of reliability in the predictions that are made by the SIS can be introduced when certain data are either included in or excluded from the training dataset (Williams et al., 2018). Due to potential bias in developing algorithms, AI can learn pre-existing in-
equalities that are present in the training dataset, resulting in a bias towards historically disadvantaged populations (Barocas & Selbst, 2016).

Additionally, data can be manipulated and misinterpreted according to the predispositions of those who are handling and manipulating data for making predictive intelligence (Katwala, 2018; Terzi, Terzi, & Sagiroglu, 2015). An example of such bias is given by Hacker (2018) regarding the use of SIS in predictive medical intelligence. In predictive medical intelligence, the algorithm may reflect existing biases, with certain medical treatments being chosen on the basis of the practising physician's speciality. Such issues highlight the importance of integrating data quality protocols and high ethical standards to mitigate bias and discrimination when using SIS for predictive intelligence (Hacker, 2018).

A Company using SIS for Predictive Risk Intelligence

One of the companies using SIS in predictive risk intelligence is Prewave. Prewave was incorporated in 2017 and stems from five years of advanced ML research conducted at the Vienna University of Technology. Prewave’s technology generates risk intelligence for its clients, derived from worldwide social media and news data. Using Prewave, a leading global logistics provider, has successfully integrated a working prototype for SCM applications, and it is hoped the technology will lead to substantial benefits for other markets, such as sustainability and insurance.

Figure 2: Prewave’s Operation (Source: www.prewave.ai)
Prewave uses data retrieved from YouTube, Twitter, and local social networks and news media in each country being assessed to construct a risk analysis profile for companies and establish approximate predictions for their decision-making team (Dax, 2018). The SIS used in Prewave involves constantly learning and evolving AI techniques that can offer relevant, advanced predictions for a vast canvas of potential risks affecting business operations (TU Wien 2018). Prewave develops technologies to predict and detect social events using a variety of external data sources, including social media data.

The data collected were analysed using a thematic data analysis technique, which was both deductive and inductive. The deductive themes were derived from the interview questions to begin the analysis process. Using Nvivo qualitative data analysis software, categories were established into different nodes during a two-day SHERPA consortium workshop. Consequently, inductive themes emerged from the interview transcripts to inform this case study paper.

**Individuals Interviewed**

To obtain an in-depth understanding of the ethical issues related to the use of SIS in Prewave, two individuals from the company were interviewed after giving their consent to use their data for publication. The roles of the individuals interviewed included managing the operations of the start-up in controlling data science and business analysis, including marketing. Table 1 shows the interviewees and their roles.

<table>
<thead>
<tr>
<th>Interviewee</th>
<th>Role in the Prewave</th>
<th>Date of Interview</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviewee 1</td>
<td>Managing Director</td>
<td>27.09.2018</td>
</tr>
<tr>
<td>Interviewee 2</td>
<td>Business Analyst</td>
<td>27.09.2018</td>
</tr>
</tbody>
</table>

*Table 1: Interviewee roles in Prewave*

**The SIS used by Prewave**

The core technology used in Prewave is termed The Prewave Prediction Engine. The prediction engine uses smart information systems that enable the company to detect risk events on a global scale, days and sometimes even weeks before they happen (Prewave, 2018). Predictive intelligence is used to improve decision-making for various application
domains and markets, ranging from Non-Governmental Organisations (NGOs) to supply chain management, corporate sustainability, and the insurance industry (Interviewee 1).

The SIS is used to analyse media streams with advanced data analytics technologies. This involves data retrieval from a range of social media sites, which is then analysed by ML algorithms to determine predictive outcomes for clients. The algorithms are trained in a number of languages and can evaluate a wide range of risk factors. Prewave’s primary background is the analysis of SCM and logistics, to determine possible supply chain disruptions and identify suitable alternatives, but its analytics have branched out to encompass the identification of insurance risks and business interruptions, as well as establishing issues affecting finance companies and sustainability agendas (WeXelerate, 2018). Prewave offers its predictive knowledge through plugins, application programming interfaces (API), and the Prewave web-based mapping (Prewave 2018).

Prewave used SIS to predict major national port workers strikes across seaports in Indonesia 18 days before they occurred (Prewave, 2017). The cooperative for workers responsible for loading and unloading cargo triggered the strikes because it was dissatisfied of its workers’ rights. Using SIS, Prewave was able to detect consistent pre-signals in social media messages and formulated an alert and risk level of impending strikes (Prewave, 2017).

The aims of Prewave in using these systems

There are several reasons Prewave uses SIS in support of its core business. The first interviewee mentioned that Prewave is a start-up that operates within the IT sector focusing on data analytics. Therefore, the SIS aims to analyse data and provide services to its clients on a range of decision-making processes. Interviewee 1 said:

‘we develop the algorithms, and the business model is to sell the generated data that enables our clients to take better-informed decisions. (Interviewee 1)

This was confirmed by Interviewee 2:

‘Prewave has the ability to extract insights that have the power to change practices in the world of enterprise, social, environmental, ethics and chain of custody intelligence to expose supply chain risk’. (Interviewee 2)

The SIS in Prewave is aimed at understanding real events affecting international supply chains, the discovery of critical elements across the impact value chain, and real-time knowledge for business continuity (Prewave, 2018a).
To encapsulate the aims of the SIS in Prewave, Table 2 shows the areas within the suppliers’ ecosystems where predictive intelligence offers virtual insights.

<table>
<thead>
<tr>
<th>Area of Supplier Ecosystem</th>
<th>Examples of insights gained from SIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social systems</td>
<td>Human and labour rights issues or violations, labour unrest, unfair treatment of workforce, child labour, discrimination</td>
</tr>
<tr>
<td>Environmental systems</td>
<td>Environment, health and safety (EHS) violations or concerns, workplace accidents, hazardous materials, waste disposal, pollution</td>
</tr>
<tr>
<td>Ethics</td>
<td>Lawsuits, civil charges, corruption, political ownership or influence</td>
</tr>
<tr>
<td>Chain of custody</td>
<td>Actions or behaviours that may reveal violations</td>
</tr>
<tr>
<td>Additional risk insights</td>
<td>Historically associated risks both human-made and natural</td>
</tr>
</tbody>
</table>

Table 2: Use of Predictive SIS in Suppliers’ Ecosystems (Adapted from www.Prewave.ai)

Prewave is currently piloting the use of systems from the insurance field to identify product risks, using SIS. An example was given by Interviewee 1 in relation to predicting risk for a cosmetics company:

‘If you have a cosmetics company producing shampoo or makeup, and if people are publishing that they get allergic reactions related to that product, that would be a risk that can show up on social media, for example, or in news data….So we focus on early detection, so many other companies do real-time risk monitoring, but we aim to detect the risks even before they happen […] very quickly in multiple languages’ (Interviewee 1).

In addition to using SIS in predicting a health and safety risk, Prewave also uses it in predictive finance by analysing data:
‘for investors to understand where their money is actually going and therefore make better decisions’ (Interviewee 1).

Similarly, the SIS is also aimed at providing local information on supply chains to help clients know if a supplier is risky to work with, by highlighting if there have been problems with that supplier in the past (Interviewee 1).

In terms of ethics, according to Interviewee 1, the SIS is aimed at highlighting:

‘wrongdoing by structuring unstructured information on a huge amount of issues and using that to blow a whistle in a non-aggressive way that can help the company, help the economy and help all the shareholders and stakeholders around the company’ (Interviewee 1).

To add to this, the SIS that is used in Prewave is aimed at:

‘making data structured and relevant for the right reasons to the right causes in a world with insane amounts of very messy unstructured data’ (Interviewee 2).

The Effectiveness of the SIS

The SIS used in Prewave is proving to be effective toward its aims and goals. This was suggested by Interviewee 2, who talked about the positive strides that the Prewave SIS is making. The interviewee said that the SIS:

‘has the ability to extract insights that have the power to change practices in the world of enterprise’. (Interviewee 2)

The SIS allows for better decision-making, which means a more informed understanding of what is entailed by certain decisions, the actions that will come from those decisions and any knock-on effects. Therefore, SIS has a big role in making decisions that are based on an informed understanding of the issues surrounding risk in insurance, supply chain management and sustainability.

According to the interviewees, the use of SIS in Prewave is so effective that the company is evaluating opportunities in different domains, such as finance. The SIS has some good testimonials from users. It was indicated by Interviewee 1 that a client who invested in a company in a different country received a paper about potential risks there, and acknowledged that the information was crucial in understanding the problems faced by people living around the client’s company in that respective country.
Despite the effectiveness of the SIS thus far, Interviewee 1 admitted that there is still a need to have a human verification step within the process, considering that the SIS is still being developed. The interviewee further said that there is a need to improve and learn how to calibrate the AI better.

Regarding the maturity of the SIS in Prewave, according to Interviewee 2, the system is in its growth stage, and there is still room for it to mature and be refined so that the processes become more effective and more efficient over time. For example, the website is still being developed to make it more user-friendly and informative to increase online traffic.

**General Impacts of the SIS**

The SIS has some positive impacts on society and industry. The target market of the SIS is not localised to a geographical region but has also shown impact in several parts of the world (Prewave, 2018b; TU Wien, 2018). One of the impacts of the SIS has been its capability to detect positive use cases that are used to limit risk in areas that affect local and international economies such as finance and sustainability.

For instance, Prewave is trying to launch a pilot with labour unions in different countries to see if they could use the SIS to predict strikes and help the unions use the latest technologies to know what is going on, and support their members effectively. Interviewee 1 gave an example whereby Prewave provided predictive intelligence on labour unrest and industrial accidents to a Non-Governmental Organisation in Hong Kong. The predictive intelligence provided information that was published in an effort to make the labour unrests and industrial accidents transparent.

**Stakeholders of Prewave SIS**

The stakeholders of Prewave’s SIS are wide-ranging. Interviewee 2 said that the stakeholders include:

> ‘mother earth, the employees, the communities around the world that we’d extract data from, the public and the investors behind us’ (Interviewee 2).

This shows that potential stakeholders for SIS range from individuals (citizens) to governments. For example, labour unions are interested, along with people from different organisations, NGOs, the investor community, and the general public.

So far, this paper has covered the use of SIS in Prewave and its effectiveness towards achieving the organisation’s aims and the aims of the different stakeholders. However, despite all the positive impact that predictive intelligence could offer, there are some eth-
Ethical issues with the SIS used in Prewave

A number of ethical issues arose from the use of SIS for predictive risk intelligence. Some of the ethical issues that emerged correspond to those that have been covered in the literature with regards to the use of SIS in predictive intelligence in supply chain management, insurance, finance, medicine and sustainability. The ethical issues that emerged from the two interviews related to privacy and data protection, transparency and accountability, reliability, and finally trust and accuracy of the predictive intelligence (see Figure 3). These ethical issues are discussed below.

![Ethical Issues with SIS used in Prewave](image)

**Figure 3:** Ethical Issues with the Use of SIS in Prewave

**Privacy and Data Protection**

The first ethical concern that came out of the interviews was to do with privacy and data protection. The use of social media data has many implications for privacy, as has been seen in the case of Cambridge Analytica, which was using Facebook data for predictive
analysis (Isaak and Hanna, 2018). With the use of social media data, there is the likelihood that the SIS could have unauthorised access to the personal data of unsuspecting social media users whose data are collected for predictions, which poses a risk to privacy. Considering that the SIS used for generating the predictive intelligence collects a lot of social media data, this may pose a concern, especially if there are outsiders such as hackers who could get hold of the data collected and use it for purposes that were otherwise unintended. However, although there is such concern, in the case of Prewave this in not really a serious concern because the company uses social media data and public news data that can be easily collected by anyone with programming skills.

The issue of privacy and data protection is also linked to the malleable nature of the techniques used to predict risk intelligence. Despite having security procedures in place, the techniques used in predictive intelligence could have disruptive effects in the flow of ideas, and access to information that results from the advancement of innovation around the information marketplace. This risk is further exacerbated by the interconnectivity of technologies that are used in SIS whereby localised systems are becoming more integrated into larger systems that govern every aspect of people’s lives such as social media. Such larger systems are being controlled by multi-national organisations or governments which has a lot of implications on the privacy of the data being collected and stored.

Transparency and Accountability

From the interviews, the second ethical issue relating to the use of SIS in Prewave is transparency and accountability. It was established that the processes used to cultivate predictive intelligence are not yet transparent. For instance, Interviewee 1 mentioned:

‘[people] understand what we are doing, but they do not know how exactly we are doing it; and we actually need to keep it secret in order to protect our intellectual property’ as requesting a patent is difficult, cost and time intensive in the software industry. (Interviewee 1)

On one hand the issue of transparency, in this case, seems to be a result of protecting the business, which could be argued to be valid for Prewave’s survival. However, it is still an ethical concern when there is no transparency in how the data is collected and manipulated. This was also confirmed by Interviewee 2 who said:

‘we actually try to keep it secret [...] which is sometimes a bit of a problem if you want to talk to universities and collaborate’. (Interviewee 2)

On the other hand, to show how the issue of accountability is significant in the use of SIS in Prewave, Interviewee 1 stated that:
'Twitter actually asked us how happy we are with the services they are providing, they are generally also interested into innovative usages of their data and services, but more in terms of understanding the value they deliver to their clients less in terms of compliance and transparency.'

This shows that the issue of accountability is relevant on both sides of the process, for the data subjects (the public), and the data providers.

The issue of transparency in using the SIS to predict risk intelligence also has implications for informed consent. The assumption is that since the data is public, the data subjects do not explicitly object to others using it. This was suggested by Interviewee 1 who said that:

‘By using a platform, users agree or even ask a platform to publish their posts. That means when users publicly post information these data are considered to be public and can therefore be read by any party, once the data is public, users do not know who analyzes or reads these data. (Interviewee 1).

However, with regards to internal transparency, Prewave papers its activities to its funders and its employees through regular meetings. For example, Interviewee 1 stated that public funding of organisations in Austria triggered a lot of discussion around ethics and human rights, because as a start-up Prewave uses both private equity and public funding, and so there is a need for accountability and transparency to these public organisations where the risks and benefits of the technology are discussed.

**Bias**

The third ethical consideration with the use of SIS in Prewave is bias. The issue with bias in the use of SIS can manifest through the selection of clients for predictive risk analysis. Interviewee 1 stated that the company ‘consciously’ selects its clients. This sounds as if there are some preconditions in selecting clients who would work well with the Prewave system. In this case, there is a high chance of bias or predisposition which could have implications on how the algorithms are designed and used.

For example, Interviewee 1 mentioned that the sample to use for predictive intelligence is preconceived to give certain expected outcomes. The interviewee said that there are objectives when picking the sample size so that samples of potential interest are selected, which could give certain results, as mentioned in the excerpt below:

‘... if there is an abnormality, then we would detect it as something that is potentially wrong or potentially of interest, like a corrupt event. If the sig-
nal comes from several authors, then the signal is more significant and we can pick it up’.

Trust and Accuracy

The fourth ethical issue is around trust and the accuracy of the SIS in predicting risk. This may be a result of using misrepresentative data or misrepresenting information, as suggested by Interviewee 1:

‘if we paint a different picture to what it actually happens in reality, only because the public representation looks like that [...], that’s a real issue, and that’s a risk that could arise’ just because of the fact that we rely on social and news media data. (Interviewee 1)

The interviewee acknowledged that there is a risk with the accuracy of the predictive intelligence. If the intelligence is inaccurate, it will have a knock-on effect on the trust of the clients or stakeholders that use such information. Interviewee 1 added that the concern is that:

‘predictions can only be as good as the underlying data. If the underlying data is biased, predictions will also be biased. Potentially biases arise from regions where social media is not used (or allowed), or where “Fake news” or propaganda information is intentionally spread’

When it comes to using Big Data, Interviewee 2 indicated that accuracy is fundamental because of the influences that surround the data manipulation such as ‘data promiscuity’. Data promiscuity is the desire to mix data for indiscriminate purposes and so has the potential to lead to inaccurate outcomes. Interviewee 2 also stated that with the use of SIS in predicting risk, it is important that the:

‘outcomes are more targeted and are a clearer representation of that data that can be used for some sort of betterment’. (Interviewee 2)

The interviewee further said that an accurate identification or a prediction is something that can be used for a good decision, rather than going towards unclear outcomes, therefore:

‘[the] problem is finding a clear way [...] to use the data in the best way possible. Have it measurable, visible and tangible in front of you as opposed to just getting caught up in the flood of buzzwords’ (Interviewee 2),
The issue of accuracy is also connected to the effectiveness of the SIS when predicting risk. Prewave acknowledges the limitation of the SIS that is used in the company and therefore considers involving human intervention in ensuring accuracy. Interviewee 2 said:

‘we need to find out what our clients would tolerate. If they say, okay, they want 99% accuracy and no wrong alerts at all [...] then I think we will always have the last step where a human, at least for some of the cases where our machine says “I’m not sure,” needs to make the last decision. So I think it will be hard to eliminate the human totally’. (Interviewee 2)

In this section, we covered some ethical issues that are related to the use of SIS in Prewave. It is fair to say that the company recognises most of the issues that emerged in the literature review such as privacy, integrity, transparency and bias. To show such recognition, Prewave has put in place some measures to address ethical issues. These remedial measures are presented in the next section.

**Prewave’s Effort to Address the Ethical Issues**

Prewave recognises that it functions in a time of advancing technology when data privacy implications are prevalent. In order to ensure that the issue of data privacy is addressed in a way that mitigates the risks connected with data breaches and lawsuits, the conducts responsible innovation by following Responsible Data Science (see Figure 4 below).
Responsible Data Science involves methods aimed at limiting the potential for misuse of personal data and the risk of undermining public trust through fairness, accuracy, confidentiality, and transparency of data use (van der Aalst, Bichler, & Heinzl, 2017). Under Responsible Data Science, Prewave aims to adhere to a code of ethics. The code of ethics is aimed at ensuring that the use of SIS in Prewave remains legal, ethical, socially responsible and accountable to different stakeholders (Prewave, 2018c). As pointed out in section 5.3 above, transparency is one of the ethical issues that relate to the use of SIS in Prewave’s predictive intelligence business. However, Prewave is aware of the ethical concern and has put provisions within its code of ethics to address it.

Prewave also has a data privacy and protection plan which covers the use of lawfully obtained publicly available or proprietary data; aggregation and anonymisation of metadata of users, and adherence to all applicable data protection laws (Prewave, 2018b). Further, the company’s data protection approach includes a commitment not to grant full exclusivity on generated social unrest event data to any single party, unless the data is used to minimise the risk of suppression of unrest events or to protect the violation of human rights (Prewave, 2018b).

Under Responsible Data Science, Prewave has access to an Ethics Committee, which provides advice on ethical issues related to the research and work that is carried out in the company. In addition to the Ethics Committee, Prewave engages a variety of stakeholders in its operations (see Figure 5):

‘through dialogue, posts, case studies […] that would highlight parts of Prewave development’. (Interviewee 2)

This includes:

‘meeting with external stakeholders to ask for their opinions, and to find out about the risks and develop ways to tackle them’. (Interviewee 2)
From the discussion above, it can be learnt that although the use of SIS in Prewave poses some ethical concerns, there are remedial actions that have been put in place to address the issues raised in this case study. Similar companies that use SIS for predictive intelligence could learn from the remedial measures that are taken by Prewave and apply them in their business.

**Conclusion**

The Prewave case study has highlighted the use of Smart Information Systems (SIS) in predictive risk intelligence in domains such as insurance, supply chain management and sustainability, in addition to medicine and health science where it has predominantly been applied. In addition to the benefits of using SIS to predict risk intelligence used to inform some decision-making processes for better outcomes in industry or communities, the case study also highlighted some related ethical issues. The issues identified from the interviews in section 5 are comparable to those discussed in the literature in Section 3 and shows that the use of SIS in predictive risk intelligence poses similar ethical issues regardless of the sector in which the technology is used. Therefore, the main ethical issues that have emerged from the case study include protection of the data being used in predicting risk, data privacy of the data subjects and consent from those whose data has been collected from data providers such as social media sites. Also, there are issues relating to the transparency and accountability of processes used in predictive intelligence. Further, the interviews highlighted the possibility of bias in using the SIS for making predictions for specific target clients and therefore formulating algorithms that will service those
clients. The last ethical issue was related to trust and accuracy of the predictions of the SIS.

Prewaverecognises the possible ethical concerns that relate to the use of SIS in their operations and therefore have put some remedial measures in place to address these issues. For instance, there is an ethical code of conduct together with the active engagement of stakeholders in discussing some of the activities that the company is carrying out.

**Limitations**

While a case can be made for the ethical issues identified in this paper, it is arguable that the most impressive capabilities of the SIS and therefore the ethical issues related to its use in predictive risk intelligence have not yet been widely explored. Considering that Prewave is a start-up and the technology is still being developed and going through its growth stage, more could emerge over time regarding the ethical implications of the technology. The issues identified in this study are a starting point and only reveal that there are ethical implications for companies using similar SIS to consider. The size of the company and its stage in the development cycle could not give a broader picture because like other technologies, the full ethical effect of SIS use in predictive risk intelligence in SCM, insurance and sustainability will not be realised until waves of complementary innovations are developed and implemented.

**Contribution**

There is extensive research on predictive intelligence in medical sciences, but there is a need to develop knowledge in other fields. The case study on Prewave has offered a significant contribution to the discourse on the implementation of SIS, and also around the ethics of AI by highlighting some of the ethical issues that result from the many uses of SIS. Therefore, the case study has offered a new perception on the use of SIS and its ethical implications in predictive risk intelligence.

**Implications of the Case Study**

The case study has implications for theory since it presents original insights from a company that uses SIS in predictive intelligence in SCM, insurance and sustainability. The paper has practical implications for the implementation of SIS in industry, particularly for start-ups such as Prewave. Ethics should be a central consideration for companies and individuals developing SIS, in order to create meaningful positive change for society.
ethical issues resulting from predictive risk intelligence in the areas in which the company operates need to be identified and discussed so that they can be addressed. In so doing, companies including start-ups, which are developing similar SIS could use the case study to reflect on their practices and the ethical implications towards society in the future. For instance, the case study has practical implications relating to responsible and inclusive delivery of warnings for events. It has never been more imperative to have an open discussion about the proliferation of technology and how it will affect privacy rights and data security on both personal and national levels. This case study supports such a discussion by showcasing how it is also imperative for researchers, and innovators to take heed of the ethical issues and continue pondering on remedial actions.

Further research

While the Prewave case study provides a preview of the ethical issues with predictive risk intelligence, there is a need to get an understanding of the larger picture of the issues that are significant when it comes to using SIS in predictive risk intelligence. This should not stop at risk, but also address other aspects of society such as societal welfare. Further research is required to uncover additional ethical issues that relate to this emergent field, with a particular interest in evaluating and identifying the best ways of addressing the ethical issues. Thus, the research would benefit from additional case studies from bigger and leading companies in the sector. It would also be interesting to evaluate the differences in how ethical issues are recognised and addressed between smaller and well-established bigger companies to ascertain mutual learning mechanisms within the sector.
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